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1. Introduction 
 
As autonomous artificial intelligent
lives, it is undoubtedly that they will sooner or later be called on to make significant, ethically 
charged decisions and actions [6]
gained great attention and many important theoretical and applied results were derived in the 
perspective of developing ethical
Some of the requirements needed 
decisions as well as an ethical policy with rules to test each possible decision/consequence, 
choose the most ethical scenario
will always perform an ethically correct behavior as 
human supervisors. Argumentation reasoning can be used as a tool for the formal ethical 
development and justification of an AI system using the support and 
arguments and counter-arguments.

 Moral reasoning is a key issue in 
single most effective tool for determining credible and trustful reasoning
develop a Moral extension of the 
integrating the ethical framework from 
representation of ethical scenarios and integrate 
through argumentation (See Fig.1)
event calculus can be viewed in [3]

 For the realization of this effort, t
- to formalize what it means for an AI agent
- to provide a logical specification with which the system can be
- to extent Argumentation-based Proof

(MAPEC) with ethical logic-based
The paper has four sections. Section 2 describes the theoretical background of AI ethics and 

formal reasoning systems. Section 3 outlines the formalization of ethical events in terms of 
argumentation theory. Section 4 concludes with

 

Figure 1: Research framework of MAPEC
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argumentation, argumentation logic, decision-
artificial intelligence. 

As autonomous artificial intelligent (AI) systems take up a progressively prominent role in our daily 
lives, it is undoubtedly that they will sooner or later be called on to make significant, ethically 

[6]. Over the last years, the issue of ethics in artificial intel
gained great attention and many important theoretical and applied results were derived in the 

ethical systems [25]. But how could any AI agent 
Some of the requirements needed are a broad capability to envisage the consequences of its own 

policy with rules to test each possible decision/consequence, 
scenario [25], [8]. The challenge is how we can guarantee
ethically correct behavior as defined by the ethical code declared by their 

Argumentation reasoning can be used as a tool for the formal ethical 
development and justification of an AI system using the support and attack relationships of 

arguments. 
Moral reasoning is a key issue in AI ethics, and computational formal proofs are perhaps the 

single most effective tool for determining credible and trustful reasoning [9]. 
extension of the Argumentation-based Proof Event Calculus

integrating the ethical framework from [9] and the moral competence from [20]
scenarios and integrate moral norms and concepts

(See Fig.1). A detailed description of the initial argumentation
[3], [2].  

For the realization of this effort, the objectives are: 
for an AI agent’s decision-making to be ethically

to provide a logical specification with which the system can be built and checked; 
based Proof Event-Calculus to create an abstract 

based argumentation. 
The paper has four sections. Section 2 describes the theoretical background of AI ethics and 

formal reasoning systems. Section 3 outlines the formalization of ethical events in terms of 
argumentation theory. Section 4 concludes with an overview of this paper. 
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2. Theoretical Background 
 
Academic research and real-life incidents of AI system failures and misuse have indicated the need 
for employing ethics in AI systems development [6]. Nevertheless, studies on methods and tools to 
address this need in practice are still lacking, resulting in a growing demand for AI ethics as a part 
of engineering [26]. But how can AI ethics be integrated in engineering projects when they are not 
formally considered? There has been some work on the formalization of ethical principles in AI 
[10]. Previous studies that attempt to integrate norms into AI agents and design formal reasoning 
systems has focused on: ethical engineering design [12], [27], [28] norms of implementation [15], 
[24], moral agency [13], [7], mathematical proofs for ethical reasoning [6], logical frameworks for 
rule-based ethical reasoning [1], [4], [16], reasoning in conflicts resolution [22], and inference to 
apply ethical judgments to scenarios [5].  

One of the categories of AI ethics is Ethics by Design, which is the incorporation of ethical 
reasoning abilities as a part of system behavior, such as in ethical AI agents [26]. In this work, if we 
assume that an AI agent can be capable of ethical agency, the purpose is to enable AI agents to 
reason ethically [9] implementing argumentation reasoning. This includes taking into consideration 
societal and moral norms; hierarch the respective priorities of norms in various contexts; explain its 
reasoning with logical arguments; and secure transparency and safety [11]. These systems are often 
established with the purpose to assist ethical decision-making by people, identifying the ethical 
principles that a system should not violate [9]. 

In an autonomous system, it is not aimed to show that an agent always follows the moral 
thing, but that its actions are taken for the right reasons. In many real life scenarios, it is not easy to 
provide a complete set of decisions that will cover all situations [9]. Therefore, the system may have 
two modes of operation; either it uses its pre-existing set of arguments and actions in conditions 
which are within its anticipated parameters; or when new options appear it acts outside of these 
parameters based on various available resources that allow governing its actions using ethical 
reasoning [9].  

 
3. A Formal Logic-Based Framework for Ethical Reasoning  
 
To represent ethical codes and rules it requires an ethical policy, a hierarchy over the rules that are 
appropriate in different contexts (defining even which rule is more acceptable to violate when no 
ethical option is available). In order to demonstrate that a system has the property of making the 
right decisions (both operationally and ethically), it should be formally specified what the “right 
decisions” are.  

Formal verification [21] includes proving or disproving that a system is compliant with a 
requirement determined in a mathematical language, i.e., a “formally specified property” expressed 
within a linear temporal logic, which in our case allows us to define what decisions should the 
rational agents made at some specific moment [9]. Thus, the ethical policy can be formalized in 
some computational logic L, whose well-defined formulas and proof theory specify the basic 
concepts required: the temporal structure, events, actions, sequences, agents, and so on [6]. The 
presented methodology proof-theoretically formalizes the ethical policy and implements it, meaning 
that this methodology encodes not the semantics of the logic L but its proof calculus [6].  

Logic-based systems that are capable of dealing with increasing degrees of environmental 
uncertainty and variability are preferable [14] and argumentation constitutes a way to deal with an 
undefined and uncertain world, meaning not necessarily a chaotic one but just a complex one. 
Argumentation is a tool of cognition that can formalize the science of common sense reasoning on 
which new types of systems can be engineered [17].  

Therefore, to address the challenge of ensuring ethically correct behavior, a logic-based 
argumentation approach such as MAPEC is proposed to guarantee that AI agents only execute 
events that can be proved ethically acceptable in a human-selected logic, by formalizing an ethical 
code [6].  
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3.1. Ethical Events Expressed Within an Argumentation-Based Framework  
 
In an ethical framework, a moral vocabulary allows the agent to represent norms, ethically 
substantial behaviors, and their judgments (conceptually and linguistically) in order to fuel the 
moral communication. It contains: a normative frame referring to the features of norms and to the 
normatively-supported qualities of agents; a language of norm violation characterizing attributes of 
violations and of violators; and a language of responses to violations [20].  

In our approach, the concept of norms is described with events, extending their context to 
abstract ethical events. The abstract ethical events present the arguments in a moral debate. The 
violations are analogous to the counterarguments. The role of ethical agents can be easily depicted 
as akin to the role of the supporter (or prover) and attacker in our argumentation framework [2], 
where the supporter plays the role of the ethical correct agent and the attacker the role of the 
violator. Their actions are the responses to moral violations with arguments or counterarguments. 
Moral communication expresses agent’s efforts to recognize, clarify, or defend norm events, as well 
as interfere or rectify after a norm violation. 
 
Definition 1: Abstract Ethical Events  
An abstract ethical event is represented with argument e and its purpose is to defend an ethical 
principle c. The c can be interpreted also as “the supporter considers it immoral to permit or cause 
¬c (to happen)”. The Abstract Ethical Event has the same structural components (data Φ, warrant 
w, ethical claim c) as a proof event in APEC [3]. Thus, an ethical argument e is in force when the 
event concludes to c, based on the data Φ and following the inference rules w and it has the 
following internal structure: 
 

e c < communicate < Φ, c >, w>, 
 
where e ∈ E, E the set of ethical events for the c. This means that an abstract ethical event refers to 
a fixed ethical principle specified by certain data, justified with a warrant that is based on ethical 
reasoning and a system of norms. Similarly, counter-argument e* denotes the violation event. 

 
A system of norms contains a society’s principles for ethical behavior. They guide 

supporter’s arguments and decisions to behave with specific (moral) actions and shape others’ 
(moral) judgments of those behaviors [20]. Thus, they establish an ethical policy with ethical rules. 
 
Definition 2: Ethical Policy  
An ethical policy P is a tuple P = ⟨R,≥ ⟩ where R is a finite set of ethical rules between the events e, 
with e ∈ E, and ≥ is a complete (not necessarily strict) priority order on R. The expression e1 = e2 
indicates that violating argument e1 is equivalently unethical as violating argument e2, while e1 ≥ e2 
denotes that violating e1 is equally or less unethical to violating e2. A special category of ethical 
event, symbolized as e0, is vacuously satisfied and encompassed in every policy so that ∀e ∈ E: e > 
e0, indicating it is always strictly more unethical to do nothing and permit any of the unethical 
conditions to happen.  

 
Moral action is an event, taking place in compliance with the norms and in specific time, 

which is accommodated to and harmonized with other social agents (violators or provers) who 
operate under the same context. The norm violations e* of a violator are denoted as attack(e*,t) 
events and the ethical proving action of a supporter are denoted as support(e,t), specified both by 
the time t to express the temporal sequence of the actions.  
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Definition 3: Ethical Actions 
Given a certain context a, an event e, and an ethical principle c, an ethical action can be the 
formulas: 
 

support(e, t)
ୟ

⇒ c , denoting the actions of a supporter to defend the ethical principle c with ethical 
event (argument) e in context α and at time t. 

attack(e∗, t)
ୟ

⇒ ¬c , denoting the actions of a violator to contravene the ethical principle c with 
violation (counter-argument) e* in context α and at time t. 
 
 
 3.2. Prioritized Ethical Rules to Define Context-Based Scenarios 
 
Context determines dynamic priorities on the decision policies of the agent [18]. To be able to 
reason about scenarios in terms of ethics we need a scenario selection process that uses the ethical 
policy, which can be represented within the argumentation theory. The agent can be in various 
contexts while deciding which scenario to choose, so the rules from all the contexts need to be 
considered when implement a plan. We advocate scenarios that are ethical or at least violate the 
fewest ethical principles, both in quantity and in severity.  

The scenarios are ordered using < which leads to a complete order over scenarios [9]. This 
can describe an agent’s ethical policy based on the different contexts with argumentation levels. In 
the first level we have the rules that refer directly to the domain of the agent, the object-level 
decision rules. In the other priority levels the rules relate to the ethical policy under which the agent 
generates different possible scenarios that the agent can choose. In the higher level priority there are 
the rules representing the optimal course of action, the more ethical (or less unethical) scenario [18].  
 
Definition 4: Levels of Ethical Rules 
Given a policy P = ⟨R,≥ ⟩ and a plan based on the ethical rules R, V is a set of abstract ethical 
events (including the events e and the violations 𝐞∗ of the ethical principles c) defined as: 
 

V =  ⟨e |e(𝛷, 𝑐), e ∈ E, support(e, t)
ୟ

⇒ c⟩ 
 
In this set, we include all the ethical rules and ethical events e that can be used to support an ethical 
principle c. The aim is to create a priority between sets of ethical events, where a higher set means 
that includes more ethically important events in terms of moral values and norms. Thus, we define 
the operation Higher for the higher level of ethical scenarios L based on the set of events V, as 
follows: 
 

L =  Higher(V) =  {𝐞 |e ∈ V, and ∀e୬ ∈  V ∶  e ≥  e୬} 
 
Consider a set of available, possibly ethical, scenarios Li for the different set of Vi. The scenarios 
lead to different levels of ethical rules Li ∈ L that satisfies the following properties, in order to 
define using arguments 𝐞𝐧, 𝐞𝐧 ∈ E, which available scenario is more ethical (or less unethical). For 
every i, j ∈ N, it holds that Li ≻Lj if at least one of the following holds: 
 
1. Vi = ∅ and Vj ≠ ∅. 
2. eଵ ≥  eଶ for every eଵ∈ Higher(Vj \ Vi) and every eଶ∈ Higher(Vi \ Vj) 
3. eଵ =  eଶ for every eଵ∈ Higher(Vj \ Vi)), and every eଶ ∈ Higher(Vi \ Vj), while | Higher(Vj \ Vi)| 
< | Higher(Vi \ Vj)|. 

 
If none of them holds, then Li and Lj are equally (un)ethical, i.e., Li ∼Lj. 
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The first relation makes sure that the ethical scenarios will always be favored by the unethical ones. 
The second one guarantees that when the principles that are the same in both scenarios are ignored, 
then the argument that defends the most valuable principle is considered “higher” ethical. The third 
states that when the arguments that in each scenario are violated are different, but equally valuable, 
the plan which violates less in number principles is “higher” ethical. 

We can now define a logical property which specifies what it means that the reasoning and 
the decision-making of an agent are ethical. Informally, we have that whenever an agent selects a 
scenario, Li, then all other applicable scenarios Lj should be ethically “lower”, i.e., that Lj< Li.  

 
4. Conclusions 

 
This work attempted to develop a proof-theoretical representation of norm scenarios and integrate 
ethical concepts into a system by developing a logic-based argumentation calculus. Moral 
Argumentative Proof-Events Calculus (MAPEC) is a framework to help stakeholders to various AI 
project build an ethics roadmap in a methodical way. This framework can present ethics foresight 
early in the deployment procedure, rather than implement it as an auditing or assessment tool. There 
are three main stages in this procedure which includes the interaction of three aspects (agents, 
ethical principles, and contexts):  

1. identify the normative frame and the agents;  
2. define the ethical events-arguments and rules for different scenarios; and  
3. prioritize the ethical rules to define the order of scenarios.  

The aim of this study is to establish that an ethical policy can be combined within an AI agent in 
such a way that the dedication to the policy can be formally verified and so it can be checked that 
the agent will always choose the most ethical decisions justified with arguments. The next step, in 
future research, is to build algorithms that can computationally capture ethical cognition and actions 
with formal decision-making that not only take ethics into consideration when reasoning but can be 
also proved with solid arguments. 
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