
AWARENESS AND FOLLOWING OF 
INFORMATION SECURITY POLICIES 

AS THE MAIN RULE TO PROTECT 
AGAINST THREATS IN DIGITAL 
COMMUNICATION PROCESSES. 
CYBERSECURITY AS THE ARENA 

OF MODERN WARFARE 
Piotr Łuczuk PhD1

Abstract
Nowadays, due to the benefits of technological development and the spread of the Internet, var-

ious threats have started to be recognized. Still, the awareness of society, especially politicians and 
state administration in this area is insufficient. This is also evidenced by the fact that initially this topic 
was not discussed at all in the scientific and even popular literature. The author of the article poses a 
question: is there, then, an effective method of defense against cyber threats, since their effects can 
be so disturbing? According to the author, the key to cyber security is the awareness of users of the 
digital communication process, both at the administrative and social levels.
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Introduction

Not so long ago (January 2019) sensational news spread around the world about 
one of the largest hacker attacks in the history of the Federal Republic of Germany. As 
a result of the cyber-attack, data (even documents and records of conversations from 
the messengers and social media) of almost a thousand German politicians, journalists 
and celebrities were sent to the network. In such moments, cyber security is number one 
topic in media all over the world. The more, that it was made by a 20-year-old. Since he 
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easily managed to wreak considerable havoc in the ranks of the German Ministry of In-
terior and cause panic throughout Germany, it is dreading to think what a group of such 
hackers could do.

Threats related to cyberspace and digital communications do not apply only to stra-
tegic IT systems of a given country. In order to obtain information and classified data, 
hackers, cybercriminals and secret services are able to use the computers of bystanders 
and use them to blur traces, confuse clues, and most importantly gain unnoticed access 
to desired information. The attackers have many options to choose from, including thou-
sands of viruses, bots, worms and the Distributed Denial of Service (DDoS) mechanism 
used in the 2007 attack on Estonia.

The potential of cyberspace was recognized relatively quickly - during the Cold 
War. In fact, the entire 1980s were a kind of testing ground. Developers and hackers 
have worked on behalf of governments to effectively infiltrate the IT networks of an-
tagonized countries. In 1982, the so-called “Logical bomb” (CIA sabotage in Siberia). In 
1987, a group of hackers from Germany repeatedly broke into US NASA servers and the 
Rammstein base.

In the 90s, with the use of the series of cyber-attacks, the opponent’s IT systems 
were already effectively jammed or completely blocked.

Without going into technical and technological details, the most serious cyber 
threats include: activism (the Internet is used to support the campaign), hactivism (a 
combination of activism and criminal activities to destroy the enemy’s resources) cyber-
terrorism (politically motivated attack or threat of attack to destroy) infrastructure and 
intimidation or extortion of actions). An extremely serious type of cyber threat is also the 
use of the Internet for propaganda and disinformation purposes (fake news, trolling).

Therefore, it is difficult to disagree with the thesis that the arms race known from 
the Cold War has moved to cyberspace, and subsequent reports of new types of cyber-
threats confirm that issues related to this phenomenon from scientific literature and 
virtual reality have moved to the real world.

During an in-depth analysis in my book Cyberwojna. War without ammunition?2 of 
the general state of consciousness of individual countries about cybersecurity, I pointed 
out that there is still a lot to do in the matter of protection against cyberwar. Despite 
the desire to develop effective cyber defense methods at the national level, a lot of new 
threats emerged at the turn of the 20th and 21st centuries. Although the first cyberwar in 
Estonia (2007) was a turning point in this case, it took a long time before effective meth-
ods of protection against cyberwar and cyberterrorism began to be implemented. It was 
not until 2011 at NATO level that the new security strategy in cyberspace was adopted. 
More precisely, for years the topic of cybersecurity was treated by many military men in 
science fiction categories, still in military and governmental circles not only in Poland 
but also in the world, there is an approach that assumes that we are just entering a “new 
stage of warfare”. The head of the British Ministry of Defense said that even a year ago 
arguing that “we have entered the age of a new type of warfare”. Wait a minute! Nowa-
days it’s obvious that we entered this era long ago... We have known these “new warfare” 
at least since the 1990s.

Although it would seem that nowadays no one should be surprised that along with 
the benefits of technological development and the spread of the Internet, various types 
of threats have started to be noticed, all the time the awareness of society, especially 
politicians and state administration in this regard is small. This is also clearly demon-
strated by the fact that initially this topic was not dealt with at all by scientific literature, 
or even by popular science. Much greater importance to the scale of the problem began 
to be attached only at the time of a significant increase in individual threats related to cy-

2 Łuczuk P. (2016), Cyberwojna. Wojna bez amunicji?, Kraków 2016.
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berspace and the computer environment. Interestingly, until the 1990s, threats in cyber-
space did not foretell even the first symptoms of cyberwar and hybrid war, which remain 
the most serious challenges for domestic and international cybersecurity.

The first cyberwar (Estonia 2007) proved how easy it was to paralyze key state in-
stitutions and cause panic among citizens. In turn, the second cyberwar (Georgia 2008) 
proved, that at that time, war doctrine was being practiced, which after the attack on 
Ukraine began to be called the “hybrid war”. In addition to the conventional strike of 
troops, hackers found themselves on the battlefield. As a consequence, Georgia was cut 
off from communication. It is significant that immediately after taking over government 
websites a massive propaganda campaign began at once.

We met the full strength and effectiveness of hybrid impact in 2014. The combined 
hit of special forces, information and propaganda campaigns, and cyber-attacks has giv-
en alarming results. The armed forces were used to increase military advantage and to 
seize enemy territory as quickly as possible, with a massive cyber-attack that paralyzed 
the enemy’s defenses.

Is there an effective method of defense against cyber threats, since their effects 
can be so alarming? Yes of course. The problem, however, is that the key to cyber securi-
ty is awareness at both administrative and social levels. If we are not aware of the reality 
of threats in cyberspace, then even the best cyber army will not be able to defend us. It 
is high time to understand that we are all on the front lines. We are also cyber soldiers.

That is why public debate on cybersecurity and drawing public attention to the seri-
ousness of the situation is so important.

Talking about the importance of the above-mentioned circumstances, in this article 
the author will analyse selected aspects of cybersecurity, primarily in the aspect of using 
information as a strategic weapon in hidden and covert international conflicts. The main 
purpose of this analysis is to answer the question to what extent the average Internet 
user may be a participant or a victim of the aforementioned activities of disinformation, 
manipulative nature or threatening information security. The analysis is qualitative; the 
author will use the case study method, discussing the following examples: 

1. The Phenomenon of Wikileaks,
2. The case of Edward Snowden and the disclosure of PRISM and XKeyscore surveil-
lance,
3. The case of large-scale disinformation and fake news operation against Poland,
4. The case of the intensification of cyber threats during the coronavirus pandemic,
5. The case of “Computational Propaganda Research Project”.

As the article is exploratory in nature, the author does not make any hypotheses.

The Phenomenon of Wikileaks – link between exposing secrets and cyber de-
fence

Despite the huge publicity, WikiLekas remains one of the most mysterious organiza-
tions in the world. For many years, in public awareness, WikiLeaks existed as an almost 
mythical organization fighting for the disclosure of confidential and secret documents 
that would help in discovering the manipulation of governments and politicians and of 
course exposing scandals. How have the creators of WikiLeaks managed to maintain 
that image over the years?

WikiLeaks project assumes that the information placed on the Internet should be 
available to everyone, but the web page on which it is placed, must be out of reach for 
attacks. To enhance the safety and anonymity of broadcasters all the data is distributed 
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across servers throughout the world and there is no way that all of it could be deleted.3

Such scale diffusion of information and global reach ensures that the complete 
removal of Wikileaks from the Internet and blocking the activities of the organization is 
simply impossible.

Despite the activities of a large-scale environment Wikileaks is still a riddle. It is 
hardly surprising, therefore, that while the activities of the organization are held con-
fidential, scandals caused by Julian Assange, Bradley Manning and Edward Snowden 
quickly hit the headlines.

WikiLeaks came into existence almost in front of our eyes. Therefore, it is up to us 
to seek answers to two fundamental questions:

1. What exactly is the phenomenon of WikiLeaks?
2. What is the impact on the democratic freedom of speech of scandals and secret 
information disclosed by WikiLeaks with the general dislike of governments?

Here are the answers...
It is no secret that for many people and institutions (mainly in the area of economy 

and government administration) the disclosure of classified or confidential information 
brings disastrous results. From the weakening of the market position through the loss 
of credibility in the eyes of potential partners and customers, to complete elimination by 
the competition. Still, however, not everyone is aware of the fact that the effects of a sim-
ilar power of impact can also be caused by data that we, ourselves, make available on 
the network. The digital footprint we leave behind on the internet can have far-reaching 
consequences. Where did the idea to create a website that exposes scandals with global 
reach and causes an earthquake in the institutions and governments of many countries 
and permanently modifies the concept of classification come from? If we really care for 
hiding our own secrets, so do why we want to know others’ secrets? The demand for this 
type of information has been used for years by tabloids and newspapers. Thus, if the 
rumours about celebrities’ life have gained so much popularity, the founder of WikiLeaks 
decided to go a step further and gave us access to the secrets of which we have not even 
dreamed of. Focusing on the phenomenon of WikiLeaks, in the first place, we must think 
about who is behind it all.

The solution to this puzzle, which, for many years, could not be found by the best 
special forces in the world, suggests Daniel Domscheit-Berg, a person, which along with 
Julian Assange, was one of the “faces” of the organization. In his book, “WikiLeaks from 
the inside” he decided to break the silence and told the surprising story of WikiLeaks, 
which nobody had ever heard. Over the years, the organization has been shrouded in 
legend. The only thing that was known was that its members were fighting for the dis-
closure of sensitive and confidential documents and were committed to exposing the 
manipulation of large corporations, governments and politicians. After some time, it be-
came clear that the method of operation and structure of the organization resembles 
the techniques used by special forces around the world, with the exception that the full 
WikiLeaks game operating takes place on virtual reality and uses all the benefits of the 
Internet.

The universal access to information is among the main objectives of its function-
ing. Data published on the webpage should be accessible to everyone, and the website 
must ensure safety and to be out of reach for the attacks. One of the slogans is “time to 
open the archives”, but the organization did not find allies around the world immediately. 
Initially, even hackers treated WikiLeaks suspiciously. It has even been suggested that 
the mysterious Julian Assange and his work is a hoax and a trap set by special forces 

3 Sontheimer M, We Are Drowning in Material. SPIEGEL Interview with Julian Assange, [online: 
October 12, 2019] http://www.spiegel.de/international/world/spiegel-interview-with-wikileaks-head-
julian-assange-a-1044399.html
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and intelligence services, which will help locate and arrest all those trying to lead to the 
disclosure of highly classified government secrets.4

Over time, the project began to gain favour with hackers’ environment and the pub-
lic. Daring actions against scientology cult and the U.S. government as well as the disclo-
sures of diplomatic cables and secret documents from the wars in Iraq and Afghanistan 
have brought WikiLeaks a significant publicity around the world immediately. There is no 
doubt that the conduct of operations on this scale requires the preparation of complex 
structures which are able to quickly evolve and adapt to changing rules set by the system 
of information flow. One of the biggest phenomenon of WikiLeaks is that the structure 
details of the world’s largest website that exposes scandals with global reach are held 
in the strictest confidence. To date, little is known apart from the fact that the website 
provides secret documents from anonymous sources.

To increase the security and anonymity of broadcasters all the data has been dis-
tributed to servers located in different parts of the world. This protects the content from 
being so easily erased and the WikiLeaks informants being disclosed. The existence of 
hundreds or maybe even thousands of data security copies guarantees WikiLeaks im-
munity despite its clear dislike for the world powers.

The organization has got many enemies. They will use every opportunity to attack. 
As it has been determined, to increase the data safety, some of them are stored in Bel-
gium in an old anti-nuclear bunker of the Cold War. Other data are scattered all over the 
servers in Iceland and other countries where press freedom is protected by the relevant 
provisions of national law. Only this type of security can guarantee that computers con-
taining secret data will not be seized by anyone, and their content will not be searched.

The name of the organization, which directly relates to the “Wiki” (association of 
Wikipedia here is not accidental),is also significant. It is software that allows creating 
and editing web pages directly in a browser window. The use of this fine mechanism 
that makes changes to the content can indeed be used by all users on the network, but 
any modification causes an automatic data backup. Understanding the mechanism of 
Wiki allows us to understand the main idea behind the WikiLeaks. Access to disclosed 
data has to be unlimited for all who want to read the content. As far as the content is 
concerned, it is worth paying attention to the second part of the name of the organiza-
tion. “Leaks” is a jargon term of “leak” the disclosure of secret information, which has 
so far been revealed to most of the public and access to it, had only a trusted person. 
WikiLeaks wants to prevent it and does not accept the use of functioning of the so called 
“controlled leak” in the world of media and politics. As intended by the WikiLeaks project 
founders, “controlled leaks” used in politics and media are a type of manipulation and are 
often used for social engineering purposes. Meanwhile, the overriding goal of WikiLeaks 
is to raise the awareness of the society and provoke citizens to check the source of 
information on their own. The Assange organization, however, only appeals to this idea 
when it suits it. It should be noted; however that during its activity WikiLeaks often uses 
the methods of manipulation. To change its image in the public eye Julian Assange less 
frequently refers to the idea of hacking and more often refers to the role of investigative 
and exposing journalism.5

Many users can think that WikiLeaks is very similar to Wikipedia. Everyone can draw 
a text and anyone can change it (...) the leaks authors may submit documents anony-
mously, and their location can’t be determined (...) Members can discuss documents and 
analyse their credibility. Political weight and credibility of the documents is checked by 
thousands of people”- as proclaimed in a manifesto published on the first version of the 
WikiLeaks website.

4 Domscheit-Berg D., WikiLeaks od środka, Warszawa 2012.
5 Görig C., Nord K., Julian Assange – Człowiek, który rozpętał WikiLeaks, Warszawa 2012.
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It quickly became clear, however, that the creators of the lofty plans were reviewed. 
Invented by Assange, the idea of entrusting to hundreds of thousands of volunteers the 
task to identify and verify the authenticity of the documents turned out to be totally un-
realistic and completely failed in practice. The structure of WikiLeaks needed a break-
through. The system, opened so far, became much more air-tight and the organization 
took over the complete control of publications.

WikiLeaks was an organization which operated without a face - its actions were 
shrouded in an aura of mystery for a long time. More and more legends about its found-
ers appeared on the web. After a while, it became clear that this was a deliberate action 
of WikiLeaks creators who, initially, depended mainly on the fact that the most important 
were the documents, not the people, involved in its disclosure. There was concern that 
if someone suddenly found himself in the foreground, he/she would turn attention away 
from the merits of the case, which was publishing messages of great importance and 
focused entire splendour itself. Then it was decided that the aura of mystery will be the 
main feature of the organization.6

Over time, however, it turned out that the media is so much interested in the intrigu-
ing story of Wikileaks and all kinds of myths about the organization that it could no lon-
ger function as usual. The public was curious why an organization that wants to reveal 
secret documents and calls for unrestricted access to all the information is surround-
ed by a wall of secrets. Then Julian Assange quickly won the hearts of the audience, 
winning over many fans around the world immediately. He became a celebrity and told 
stories about the success of his organization and the importance of disclosure of secret 
documents by WikiLeaks.

The basic method used by Assange was manipulating and influencing consumers. 
As soon as the conversation turned to another track and questions were asked about the 
structure of the organization Assange became much less talkative. To date, WikiLeaks 
is surrounded by an aura of mystery. Contrary to the idea behind the organization, the 
basic assumptions regarding the transparency information on the WikiLeaks co-workers 
and how to finance it are held in the strictest confidence. In the eyes of the public, in the 
context of WikiLeaks, an image of organization created on the model of a secret broth-
erhood which is reserved exclusively for selected group of people still works. Although, 
most of the time, the only contact with the outside world in WikiLeaks was Julian As-
sange. Later, Daniel Domscheit-Berg appeared on the scene, and he, after leaving the 
WikiLeaks, decided to reveal many secrets that had been hidden by Assange.

In order to justify their actions related to exposing scandals and disclosure of clas-
sified information, Wikileaks began to increasingly use the keyword “freedom of speech”. 
This technique is still being used these days and it takes all arguments of Assange’s 
organization opponents. In so doing, “freedom of speech” as their propaganda slogan 
WikiLeaks executives repeatedly assured that the disclosure of classified information is 
to be dictated by the desire for transparency and is based on the democratic principle of 
unrestricted access to information.7

In fact, it turned out that the verification of the documents disclosed by WikiLeaks 
is only a myth. The network hit a lot of “fakes” and for some time the organization seems 
to be guided by the principle of “publish everything, as long as it was interesting.” When 
the authenticity of the documents was questioned, people began to wonder whether, 
in the context of affairs disclosed by WikiLeaks they can actually talk about freedom 
of speech. Julian Assange’s organization began to fall into trouble and disclosure of 
confidential information of doubtful authenticity which caused quite a stir in the public 

6 Domscheit-Berg D., WikiLeaks od środka, Warszawa 2012.
7 Sontheimer M, We Are Drowning in Material. SPIEGEL Interview with Julian Assange, [online: 
October 12, 2019] http://www.spiegel.de/international/world/spiegel-interview-with-wikileaks-head-
julian-assange-a-1044399.html
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space, it was considered more critically by the public. Therefore, the authenticity of the 
documents recedes into the background, even members of the media began to wonder 
is it possible that the scandals caused by the WikiLeaks publications were fiction. 

And then there was a breakthrough. The whole world heard the information that 
Bradley Manning gave WikiLeaks hundreds of thousands of secret U.S. documents 
which he had had access to. When the materials were made available to the media by 
WikiLeaks, they caused a sensation in 2011. It was found out that among nearly half a 
million documents there were even the classified war reports from Iraq and Afghanistan. 
Hundreds of thousands of diplomatic cables and information about prisoners allegedly 
detained without a trial in Guantanamo Bay prison. Without a doubt, the greatest sensa-
tion was induced by a Video showing a helicopter attack in Iraq in 2007 which WikiLeaks 
entitled “Collateral Murder”. During the attack, civilians were killed, including the employ-
ees of the Reuters news agency.8

25-year-old Bradley Manning, who passed all the documents to WikiLeaks has been 
found guilty of spying, theft and computer fraud. During the process which has remained 
at the centre of media interest around the world, Manning’s defense argued that their 
client, by revealing secret information, was guided by honour and he wanted to cause 
social debate on the activities of the U.S. government to have done everything that “peo-
ple know the truth.” Then the defense also returned to the slogan “freedom of speech”.

When the Manning’s case was still controversial, a new hero of WikiLeaks appeared 
– a computer scientist Edward Snowden. It all started with the disclosure of information 
about the program PRISM. According to information provided to the media by Snowden, 
the special services have collect data from Google, Facebook, Yahoo, Paltalk, AOL, Skype, 
YouTube and Apple servers since 2007. I do not need to convince anyone that access to 
that kind of data means that the special services, that Internet users use, provide infor-
mation about everything from music, culinary taste, sexual pleasure, to the interests and 
hobbies, especially for those that may pose a threat to national security.

Snowden quickly became a public enemy, but in the face of support from WikiLeaks 
further details of the surveillance on the Internet were revealed. Revealing the National 
Security Agency documents for which, until recently he had worked, Snowden revealed 
the existence of a system XKeyscore and caused its reach and capabilities outshine 
even the wake of controversy PRISM. XKeyscore provides access to almost everything 
that a typical user is doing on the internet and can penetrate the database where infor-
mation is gathered about what is happening on the network globally. As a result, we can 
easily find e-mail addresses files downloaded from the internet and even phone numbers 
and the discussions of the online chat rooms.

Edward Snowden fled the U.S. and is hiding in Russia, where he applied for asylum. 
Although Snowden virtually disappeared the problem remained.

Hacking, trolling and all the rest

Cyberspace and technological innovations usage for propaganda purposes is not 
a secret anymore. In addition to direct cyber-attacks on IT structures, servers and even 
information services, propaganda on the Internet is the main pillar of the new war doc-
trine - the doctrine of hybrid war. Although there has been talk of online trolls and pro-
paganda for a long time, the real breakthrough in this case took place only a few years 
ago. In 2015, the media received sensational news. The operation of the “troll factory” in 
St. Petersburg was disclosed. The Internet Research Agency was officially active there, 
headed by an oligarch Yevgeny Prigozhin - privately a close friend of Vladimir Putin. In 
fact, the agency employed over 300 “bloggers” who were tasked with publishing up to 

8 Domscheit-Berg D., WikiLeaks od środka, Warszawa 2012.

130



30,000 during the “business day” praising Russia and Putin himself posts on Facebook, 
Twitter, as well as on news portals both in Russia and abroad. Since then, no one has any 
illusions that there are many more such places in Russia alone.

Analysing a large-scale operation against Poland gives us a lot to think about. First 
of all, an army of online trolls was thrown into the fight. According to the report of the 
Governmental Computer Incident Response Team CERT.GOV.PL, 2014 was the hardest 
year to date, if we consider the number of cyber-attacks on government institutions. 
In addition to extremely dangerous attacks on the servers of the National Electoral Of-
fice, the structures of the Stock Exchange and government services, there was a rapid 
increase in the activity of the so-called Internet trolls acting on behalf of Russia, and 
often simply paid by special services to carry out propaganda actions that look like a 
grassroots initiative. Therefore, there were justified fears that elements of the hybrid war 
began to be used against Poland.9

The content of the report shows that out of 12017 registered notifications, as many 
as 7498 were considered as incidents. Comparison of this data with previous years 
points to a significant increase in infected devices that were part of the botnet network 
controlled by hackers. The highest increase in alerts regarding cyber-attacks was found 
in cases classified as high and medium priority. This data already shows the scale of the 
threat, but if we add to this information about a significant increase in long-term, mas-
sive attacks, carried out using technologically advanced equipment and complex meth-
ods, fears will be justified that cyber-attacks themselves may be a prelude to something 
much more dangerous. However, the biggest concern after reading the report is the fact 
that the CERT.GOV.PL team has already found the first symptoms of a hybrid war against 
Poland. It was about a sudden increase in social media, discussion forums and news 
sites of all kinds of propaganda activities and large-scale disinformation. To a large ex-
tent, such cases concerned the conflict in Ukraine and focused mainly on information 
related to participation in the fighting of Russian troops.10

A significant intensification of threats from cyberspace was also noted in the fol-
lowing years. Referring to the latest Cisco Umbrella data (a security service delivered in 
the cloud), which I managed to find during the research, it is difficult to ignore the infor-
mation that only in the context of the threat of phishing (extortion or theft of confidential 
data) 86 percent of organizations are at risk. Of course, depending on the industry and 
the structure of the company, individual types of threats and the forms of cyber-attacks 
themselves will differ from each other. It is no secret that the financial sector is most at 
risk from all kinds of identity and confidential data theft (phishing, identity theft, spoofing 
online banking sites and hacking bank accounts), while the entire manufacturing sector 
grapples blackmail in the form of ransomware attacks (blocking access to a computer 
or data with a ransom demand). Taking into account the coronavirus pandemic, a signif-
icant intensification of this type of activity can be seen.

When it comes to security, deciding about the allocation of resources is crucial. In 
order to do this optimally, companies need to know which threats in this field are most 
likely to appear in their organizations in the near future and what impact they may have 
on them. The challenge is that the peloton of the most active dangers changes very 
dynamically, and the frequency of individual attacks varies greatly. That is why it is so 
helpful to know about the key trends in the threat landscape. It can provide ammunition 
for effective defense and information on where to best allocate resources.

Cisco experts, when analysing traffic from the Umbrella platform, look at the ac-
tivities that occur in the threat environment, thus, analysing traffic on infected sites and 

9 CERT.GOV.PL, Raport o stanie bezpieczeństwa cyberprzestrzeni RP w 2014 roku, [online: 
October 12, 2019] http://www.cert.gov.pl/cer/publikacje/raporty-o-stanie-bezpi/738,Raport-o-sta-
nie-bezpieczenstwa-cyberprzestrzeni-RP-w-2014-roku.html.
10 Dmochowski A., Cyberwojna Putina, w: Gazeta Polska nr 15(1131) z 15 kwietnia 2015 roku.
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DNS protocols. They do this by looking at the organization as a whole, and only in the 
next step do they analyse the number of endpoints that can potentially connect to ma-
licious sites and the number of queries that these sites receive. These actions give you 
an insight into how many users click infected links in your email, how active RAT (remote 
access Trojan) viruses are, or whether crypto mining continues to grow. The collected 
data can be a source of knowledge on where to invest more resources, e.g. for security 
training or areas where guides on how to hunt cyber threats should be built.

By analysing DNS queries sent to suspicious domains and those infected with spe-
cific viruses in the period from January to December 2020, Cisco experts reviewed a 
number of trends related to cyber threats. On this basis, they distinguished those which 
organizations may encounter most often.

According to Cisco Umbrella data, in 86 percent of organizations, at least one user 
tried to connect to a phishing site, possibly by clicking a link in the message.

Interestingly, similar scenarios appear in other categories:
 - In 70 percent of organizations, there were users who were presented with malicious 

ads in their browser.
 - 51 percent of companies experienced ransomware-related activity.
 - 48 percent of organizations have detected information-stealing malware.

The troll factory - it’s not a fairy tale 

Considering the analysis of propaganda activities carried out via the Internet, two 
basic groups should be distinguished: online trolls. The first of them are the Internet 
users performing their tasks on behalf of their work and they are paid for it. Their du-
ties include placing entries and comments intended to show the “principal” in a positive 
light, based mainly on facts - only which properly selected and manipulated. The second 
group is made up of internet users called the so-called “Useful idiots”. Their duties in-
clude setting up profiles in social media and blogging, where they should display properly 
prepared and crafted information. This group also includes all those who, unaware of the 
entire operating game, disseminate read information further, believing in its authenticity 
and thus contributing to its credibility in the eyes of the public.

The CERT.GOV.PL team warned that both social media and the entire internet are 
eagerly used to support conventional military, intelligence and propaganda activities. 
Analysing these types of cases, administrators of social networking sites and the largest 
news sites in the country noticed that in many cases entries appearing on the internet 
was almost the carbon of those appearing in other websites. All of them were published 
almost simultaneously. Initially, they were characterized by poor Polish language, ridi-
culed by other Internet users, but over time their quality in terms of language improved 
significantly. The CERT.GOV.PL team warned that the increase in this type of behaviour 
has long exceeded a level close to natural and constitutes an increasingly serious threat 
in the information war.11

However, the real sensation was revealed by the disclosure of the functioning of the 
“troll factory” in St. Petersburg. The exact mechanism of operation of the Kremlin-paid 
Internet trolls was quite simple: The officially employed people as bloggers were sup-
posed to set up fictitious accounts on social networks. Then they started their activities 
on the Internet using many fictitious identities. In this way, they generated and published 
hundreds of entries and comments, intensifying the information noise around the select-
ed topic. What is extremely important, trolls usually connecting to the Internet through a 

11 CERT.GOV.PL, Raport o stanie bezpieczeństwa cyberprzestrzeni RP w 2014 roku, [online: 
October 12, 2019] http://www.cert.gov.pl/cer/publikacje/raporty-o-stanie-bezpi/738,Raport-o-sta-
nie-bezpieczenstwa-cyberprzestrzeni-RP-w-2014-roku.html.
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network of proxy servers. This is to be the guarantor of anonymity, and in the worst case, 
effective blurring of traces and misleading the lead in reaching the source of informa-
tion. The use of a proxy is to create the impression that entries are published by persons 
who have no connection with Russia and are not on the territory of that country. From the 
point of view of an ordinary user, unaware of the entire propaganda machine, everything 
looked as if Internet users were actually in a country where propaganda was being un-
dertaken. The “troll factories” thriving like thriving marketing companies were basically 
able to flood the internet around the clock with comments of more or less pro-Russian 
meaning. Often, to authenticate the whole action, individual trolls even entered into a 
polemic with each other. A typical action was also a group reporting to social network 
administrators of alleged abuses and a request to block or remove entries deviating 
from the propaganda line.

Unfortunately, the recognition of entries written by commissioned Internet trolls 
from those distributed only by naive Internet users has proved increasingly difficult over 
time. Therefore, it was difficult to find incontrovertible evidence of using elements of 
information warfare and manipulation on the Polish Internet. A reliable assessment of 
this phenomenon was undertaken by Andrzej Gołoś, a sociologist from the ARC Rynek 
i Opinia marketing agency, who decided to treat the entire problem from the scientific 
point of view.

Gołoś began his research by trying to measure the real presence of Russian influ-
ence on the Polish Internet. He also analysed a number of discussions taking place there 
and traced the content of hundreds of comments. Some regularities were found in this 
way. It turned out that pro-Russian entries accounted for 39 percent, and in only 10 of the 
most popular articles on Ukrainian-Russian subjects as many as 70 percent. Of all the 
analysed entries, pro-Ukrainian ones constituted 32 percent, and in the 10 most popular 
articles alone there were only 17 percent. The same pattern could be seen in discussions 
on social media. As soon as any pro-Ukrainian entries appeared, there was an avalanche 
of pro-Russian voices. After a few hours, the attack ended and the situation returned to 
normal.

Similar observations were also made after analysing the entries appearing under 
texts about Russia on the CNN and BBC websites. This mechanism of action means 
that numerous forces were thrown into the cyberspace war to prepare the ground for 
any subsequent phases of the hybrid war. It would be naïve to say that such coordinated 
actions are only a coincidence.

In addition to the “propaganda soldiers” themselves, the weapons they use in cy-
berspace are extremely important. Most often it is generating information noise in the 
form of spreading a large amount of false information, like fake news. There are several 
reasons for the huge firepower of fake news. First of all, the mere “bombing” of the inter-
net (mainly social media) with false information about a subject of high public interest 
makes it much more difficult to find facts and reach the source of news in the flow of 
information. Secondly, there will always be some percentage of Internet users who will 
uncritically believe in Internet propaganda, and sometimes even will provide this type of 
information further, only increasing their reach. Thirdly, publishing fake news at the right 
time can help divert public attention from other topics.

Russia is well aware of the potential of digital propaganda. On May 9, 2017, Vladimir 
Putin signed a decree “On the strategy for the development of the information society 
in the Russian Federation for 2017-2030.” The main goal of the document is the need to 
“create conditions for shaping the knowledge society in the Russian Federation.” Experts 
from the Center for Propaganda and Disinformation Analysis operating in Poland have 
no doubt, however, that Russia is in fact “preparing for a total information war with the 
world,” which is planned as a protracted conflict. The Russian strategy focuses on two 
main threads: the first is to extend the authorities ’control over the internet within the 
territory of the Russian Federation, while the second is to plan to displace foreign infor-
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mation and communication technologies and replace them with Russian counterparts. 
There is one more intriguing thread in the content of the document. It concerns the de-
velopment of a mechanism to regulate the functioning of the media and the principles 
and methods of accessing information. Interestingly, from the document we learn that, 
in line with the intention of the creators of the strategy, in the category of media cannot 
be considered Internet TV, social networks, websites and instant messengers. This le-
gal approach gives the Kremlin the possibility of easily limiting access to information 
transmitted via digital media, or limiting access to the Internet in general, and creating 
something like an “information bubble” in which Russian society will exist.

Researchers have also been interested in the subject of propaganda and disin-
formation in the media and on the Internet for some time. Extremely relevant analyses 
have been carried out at Oxford University. The “Computational Propaganda Research 
Project” carried out by the Oxford Internet Institute showed how dangerous it can be to 
ignore the risks associated with online troll activities, spread fake news, and the informa-
tion and propaganda war, which is already a permanent feature of the hybrid war. A team 
of twelve researchers in nine countries analysed the use of social media to manipulate 
public opinion. Based on millions of entries from top social networks collected in 2015-
2017, a really alarming picture emerges. Scientists analysed entries published during 
major social tensions, presidential and local elections, political crises and incidents in 
the field of national security in Brazil, Canada, China, Germany, Poland, Taiwan, Russia, 
Ukraine and the USA.

It turns out that, in addition to using the “human factor” for propaganda purposes, 
some automation of war and disinformation in cyberspace can be seen more and more 
often. The place of Internet trolls is slowly taken by specially developed programs - bots, 
which are algorithms that allow you to significantly improve the mechanism of disinfor-
mation and the deliberate dissemination of false information through social media. The 
use of bots allows you to significantly reduce the cost of propaganda, while expanding 
the power of fake news. Today, there is no doubt that social media have become key plat-
forms for social engagement and at the same time act as key news channels. In addition, 
social media are currently the basic type of media that shape the political awareness and 
identity of many young people around the world. In many countries, websites such as 
Facebook and Twitter have monopolized the entire segment of public life. A study at the 
University of Oxford showed that in most countries, during elections, social media are 
the main channel for exchanging information on political views. In addition, social media 
has been shown to be widely used as a tool for manipulating public opinion, although 
this happens in different ways. For example, in countries under authoritarian rule, social 
media is an essential means of social control. In democracies, on the other hand, social 
media are most often used to spread information, including propaganda and impact on 
specific segments of society.

The most shocking data relate to propaganda actions directed against Ukraine and 
Poland. It turns out that the analysis of social media in Ukraine confirms the conduct 
of one of the most advanced propaganda operations around the world. Over the years 
2015-2017, numerous disinformation and propaganda campaigns were conducted 
against Ukrainian citizens via social networking sites VKontkte, Facebook and Twitter. 
Interestingly, the first cases of disinformation campaigns were found in this country in 
the early 2000s.

Oxford researchers have also shown that authoritarian governments direct propa-
ganda and disinformation campaigns on the internet that are not only directed at their 
own people, but also at citizens of other countries. For example, Chinese campaigns 
were largely directed at political actors in Taiwan, and Russia’s campaigns targeted po-
litical actors in Poland and Ukraine.

As can be seen, the unleashing of an information war on a large scale by using 
cyberspace to spread propaganda and even causing panic among the local population 
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can have far-reaching consequences. It is therefore crucial to develop appropriate mech-
anisms for responding to this type of action.

In order to fully understand the scale of the threat, it is worth looking at the latest 
research on Internet access in Poland. In the August issue of the PC World magazine, 
Ludwik Krakowiak cites Eurobarometer statistics, which show that in 2011 only 59% of 
households in the country had Internet access, and only 5.5 million could have a Face-
book account Poles. Amazingly intriguing, these data have changed dramatically for six 
years. It turns out that even 80% of households across the country have access to the 
Internet. It is estimated that the number of Internet users in Poland already exceeds 
30 million people. However, according to data compiled by Gemius / PBI, 22.6 million 
Poles already have their Facebook account. Almost universal access to the Internet in 
the country, apart from many undeniable benefits, is also associated with a considerable 
threat. The data presented above leave no doubt that over 30 million Polish Internet 
users are a fairly easy target for propaganda specialists. Starting from advertising and 
marketing, through media misinformation, to the world of great politics, Internet users 
are exposed to various forms of manipulation on a daily basis.

Extremely important analyses were carried out at the University of Oxford. Oxford 
Internet Institute project the “Computational Propaganda Research Project” has shown 
how dangerous it can be to ignore the risks associated with online troll activities, spread-
ing fake news, and the information and propaganda war, which is already a permanent 
feature of the hybrid war. A team of twelve researchers in nine countries analysed the use 
of social media to manipulate public opinion. One of the researchers - Robert Gorwa - as 
part of his part of the project, in the study “Computional Propaganda in Poland: Falsce 
Amlifiers and the Digital Public Sphere” looked at the mechanisms of internet propagan-
da. He pays special attention to three types of information warfare: bots, trolling and 
fake news. The term “bots” should be understood as computer algorithms, machines 
whose main task is to improve the mechanism of account management in social media. 
Interestingly, the bots can be programmed in such a way as to resemble other Internet 
users. It is increasingly difficult to distinguish between content distributed by bots and 
content created by network users. Obviously, the computer program is not able to cope 
with all tasks, which is why Internet trolls’ services enjoy unflagging interest from propa-
ganda specialists. Considering the analysis of propaganda activities carried out via the 
Internet, two basic groups should be distinguished: online trolls. The first of them are 
Internet users performing their tasks on behalf of their paid work. Their duties include 
placing entries and comments intended to show the “principal” in a positive light, based 
mainly on facts - only which properly selected and manipulated. The second group is 
made up of internet users called the so-called “Useful idiots”. Moreover, in addition to 
the mechanism of functioning of this type of Internet users described last month, it is 
worth adding the intriguing findings from Robert Gorwa’s report. The Oxford researcher 
in his study describes the mechanism of creating artificial identities on the Internet in 
order to spread large-scale propaganda activities. Gorwa refers to information obtained 
from a Polish communications and marketing specialist who, for obvious reasons, re-
serves anonymity. As an employee of a company dealing with creating false accounts 
and entire identities on the Internet for years, he has extremely valuable knowledge in the 
use of this type of mechanism in various branches of marketing - from trade to political 
marketing. It turns out that only this one company was able to create almost 40 thou-
sand artificial identities in just 10 years.  It is worth mentioning here that each such fake 
internet user had unique attributes assigned to him, a relevant history and a group of 
accounts in social media. Fake users have also been given unique IP addresses so that 
their online activities do not arouse anyone’s suspicions and are reminiscent of standard 
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Internet activity.12

The process of creating a fake user resembles the espionage activities of special 
services, especially the process of functioning of the so-called illegal or sleepyheads 
(spies who, after recruiting and developing the right legend, sometimes wait several to a 
dozen or so years “in dormancy” for orders to start operations). In the case of the Internet, 
creating a false identity is much simpler and much less risky. Such an artificial creation 
is primarily to act as a warmonger, who at the right moment will direct the discussion on 
Internet forums and popular services to specific tracks. Everything starts, however, with 
the acceptance of a specific order. Often, it is the company or political formation that 
accurately defines the “psychological profile” and main goals. Then a team of specialists 
comes into action, which creates the right number of artificial Internet users. Personal 
data is invented, stories and biographies are developed, and unique email addresses and 
social media profiles are created for everyone. In order to authenticate a given “person”, 
even properly crafted photos are published and entries are regularly added on various 
topics that are in the sphere of interest of the subject and in close relation with the given 
version of the legend. After building a history of activity on a given account, the artificial 
surfer is fully ready for action. As it turns out in companies dealing with this type of ac-
tivity, each employee is able to control / monitor in parallel up to fifteen of these types of 
artificial accounts. These types of activities significantly impede the user’s identification 
as an artificial creation, and the use of this mechanism for propaganda and disinforma-
tion purposes is much more effective in the long run than using bots. Compared to the 
use of bots, the creation of artificial accounts controlled by man gives almost unlimited 
possibilities, and above all allows for reliable interaction with other Internet users. In this 
model of information warfare, bots are mainly used to conduct agitation, spread fake 
news on a large scale or send spam, as well as to discredit any opponents.

The manipulation scenario

In this context, the public manipulation model developed by Trend Micro - an inter-
national company specializing in security of the IT sector - is extremely interesting. It 
consists of eight basic stages:

Stage 1 - reconnaissance

It assumes collecting information about the planned action and analysing the target 
recipients. As part of these activities, information is gathered about people potentially 
interested in the topic of the activities, their loyalty, as well as knowledge in a given area.

Stage 2 - reinforcements

It assumes the preparation and preparation of a key history and own version of the 
facts, which are then to be forwarded to the target recipients. This stage also involves 
the preparation of additional fake news supporting the key story and the development of 
various “alternative versions” of the event. This leads to the creation of information noise 
around a given topic and the literal flooding of the internet with a manipulated message.

Stage 3 - delivery

It assumes the distribution of previously prepared, crafted materials and fake news 
through specific communication channels, e.g. social media or traditional media. In ad-
dition, activities at this level also provide for the possibility of using all possible channels 

12 Gorwa, R.: Computational Propaganda in Poland: False Amplifiers and the Digital Public Sphere, 
[online: October 12, 2019] http://comprop.oii.ox.ac.uk/wp-content/uploads/sites/89/2017/06/Com-
prop-Poland.pdf.
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for distributing fake news, including primarily manipulation and disinformation using bot 
networks and troll internet farms.

Stage 4 - operation

It assumes constant heating of the topic in social media and strengthening the 
credibility of fake news by fuelling the moods of specific social groups and supporters, 
as well as activists who identify with the promoted idea.

Stage 5 - fixing

One of the key steps to increase the credibility of the entire propaganda campaign. 
It assumes reaching the largest possible target group, including critically oriented peo-
ple. The main goal at this stage is to force users to interact and the so-called viral effect. 
The more people write / talk about a topic, the more people read and hear about it and in 
this way the number of potential supporters of the promoted idea or the group of people 
who simply believe in the fake news propagated in this way will increase. The impression 
of a quarrel on a given topic is often used here, and entries with positive and negative 
overtones are prepared in order to raise the rank of fake news and draw the attention of 
initially critical persons.

Stage 6 - maintaining commitment

It assumes the introduction to the game of “supporting stories” prepared at earlier 
stages and fuelling activities at the highest possible level.

Stage 7 - moving from words to deeds

It assumes the implementation of the actions announced at the beginning of the 
action. It may result in additional motivation of the target recipient and lead, for example, 
to the implementation of actions assumed by the initiators of the campaign, e.g. organi-
zation of a rally, manifestation, appeal, open letter.

Stage 8 - blurring the tracks

It assumes the fastest possible distraction of public opinion from a given problem 
and its transfer, appropriate canalization on a completely different topic. In extreme cas-
es, this stage is even associated with complete negation and obliteration of the memory 
of all previous activities in order to calm social moods. Such action ensures full control 
over the situation and gives the opportunity to efficiently “switch” public attention to oth-
er tracks, subject to the possibility of reactivation of the target group if the need arises 
in the future.

Summary

As mentioned in the introduction, the main purpose of this analysis is to answer the 
question to what extent the average Internet user may be a participant or a victim of the 
activities of disinformation, manipulative nature or threatening information security. The 
case study method was applied in order to help to find an answer to this question. The 
author discussed the following examples: 

1. In case of the Phenomenon of Wikileaks, it turned out that the verification of the 
documents disclosed by this organization was only a myth. The network hit a lot of 
“fakes” and for some time the organization seemed to be guided by the principle of 
“publish everything, as long as it was interesting.” It turned out that the disclosure 
of confidential information of doubtful authenticity caused quite a stir in the public 
space, and was received more critically by the public.
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2. In the case of Edward Snowden and the disclosure of PRISM and XKeyscore surveil-
lance, the most astonishing fact is that given the importance of the information dis-
closed and the potential dangers of large-scale surveillance and restriction of the right 
to privacy, the subject quickly disappeared from public debate. Snowden revealed the 
existence of a system XKeyscore and caused that its reach and capabilities outshine 
even the wake of controversy PRISM. XKeyscore provides access to almost everything 
that a typical user is doing on the internet and can penetrate the database where infor-
mation is gathered about what is happening on the network globally. Edward Snowden 
fled the U.S. and is hiding in Russia, where he applied for asylum. Although Snowden 
virtually disappeared, the problem of global surveillance remained.
3. The case of large-scale disinformation and fake news operation against Poland, 
leads us to the conclusion that we can already find the first symptoms of a hybrid war 
against Poland. It was about a sudden increase in social media, discussion forums 
and news sites of all kinds of propaganda activities and large-scale disinformation.
4. The case of the intensification of cyber threats during the coronavirus pandemic, 
leads us to the conclusion that according to Cisco Umbrella data, in 86 percent of or-
ganizations, at least one user tried to connect to a phishing site, possibly by clicking 
a link in the message. Interestingly, similar scenarios appear in other categories such 
as ransomware-related activity and information-stealing malware.
5. The case of “Computational Propaganda Research Project” proves that the process 
of creating a fake user resembles the espionage activities of special services, espe-
cially the process of functioning of the so-called illegal or sleepyheads (spies who, 
after recruiting and developing the right legend, sometimes wait several to a dozen 
or so years “in dormancy” for orders to start operations). In the case of the Internet, 
creating a false identity is much simpler and much less risky.

It turns out that, in addition to using the “human factor” for propaganda purposes, 
some automation of war and disinformation in cyberspace can be seen more and more 
often. The place of Internet trolls is slowly taken by specially developed programs - bots, 
which are algorithms that allow you to significantly improve the mechanism of disinfor-
mation and the deliberate dissemination of false information through social media. The 
use of bots allows you to significantly reduce the cost of propaganda, while expanding 
the power of fake news. Today, there is no doubt that social media have become key 
platforms for social engagement and at the same time act as key news channels. In ad-
dition, social media are currently the basic type of media that shape the political aware-
ness and identity of many young people around the world. In many countries, websites 
such as Facebook and Twitter have monopolized the entire segment of public life.

At this point, the question probably arises: “Can we defend ourselves against this?” 
The only sensible solution seems to be the widespread use of the principle of limited 
trust. In the Internet age, checking facts and sources of information takes just a few 
moments. Such a high susceptibility to fake news means, therefore, that often we are 
just... too lazy.
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