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Abstract This study examines the existing credit rating methodology proposed in the literature to explore 
the development of a new credit rating model based on the financial variables of the enterprise. 
The focus is on the period after the financial crisis of 2018. This study aims to develop a credit 
rating model using neural networking and tests the same for its accuracy. The goal of this study 
is to address the issue brought up by previous research on subjectivity in the data used to deter-
mine creditworthiness. The database for the study includes financial data up to July 2022 from 
December 2018. A model is created to assess an enterprise's creditworthiness using neural net-
working. This study first evaluated the existing credit rating models proposed in the literature. 
Next, based on financial data and neural networking, a model is developed. It was evident that 
the model developed in this study has an accuracy of 85.16% and 76.47% on train and test data 
respectively. There exist several models to determine the creditworthiness of borrowers but all 
failed to address the concern of subjectivity in the data. The model created in this study made 
use of cutting-edge technology such as neural networking and financial data. This paper's unique 
approach and model construction based on a comparison of existing models is rare in the litera-
ture and justify the originality of this paper with a practical value at the global level.  
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& Knight, 2009). In addition to the advantages of debt, 
Figure 1 shows an increasing trend in international debt 
volume (in trillion US dollars). It is evident that the 
amount of debt is rising. The International Monetary 
Fund (IMF, 2022) reports that since 1970, there has 
been an increase in the amount of private debt, loans, 
and debt securities.  

Debt is preferred for financing by businesses and 
organizations for several reasons such as interest pay-
ments are tax-deductible, debt financing helps to retain 
ownership and control, and it has a fixed repayment 
term along with interest rate certainty. These facts 
make debt a popular source of finance (Berman 

Figure 1: Global Public and Private Debt 

Source: IMF Global Debt Database, 2022. 

When Moody started evaluating bonds in the Unit-
ed States in 1909, the rating system got its start. Four 
rating agencies presently control the global scene: 
Moody's, Standard & Poor's, Duff & Phelps, and Fitch 
Ratings. These credit rating agencies (CRAs) identify 
three key factors that influence credit rates: political 
risk, cash flow redirection risk, and the capacity to 
attract private investment. Fitch Ratings only entered 
the sovereign rating business in 1975. Credit rating 
models aid the process of debt by determining the cre-
ditworthiness of borrowers. These models are com-
monly developed using statistical techniques (Thomas, 
2000). Statistical techniques are synergistic in linear 
systems. The accuracy of such models decreases if 
there is a nonlinear relationship between variables con-
sidered to construct a credit rating system (Huang et 
al., 2004).  

A structured framework based on financial varia-
bles was proposed in the late 20th century by Black and 
Scholes (Black & Scholes, 1973) and Merton (Merton, 
1974). Credit rating models cannot predict defaults 
with 100% accuracy; however, models based on finan-
cial data are strong and irreplaceable (Agarwal 
& Taffler, 2008). The performance of these models can 
be enhanced by employing novel methods and im-
planting relevant data. After this, literature in the credit 

Banks have the maximum share of debt and com-
panies also rely on banks as a major source of capital 
(Judge, 2022). Banks, while approving debt to the bor-
rowers, take due care in assessing the debt applications 
because if their borrowers are not able to repay the 
debt, those will be categorized as default. This leads to 
a rise in Non-Performing Assets (NPAs) for the lenders.  
To ensure that the risk of default is minimal, banks 
should have well-defined lending rules regarding the 
creditworthiness of the borrower (Khandelwal & Modi, 
2021).  

Credit ratings assigned by credit rating agencies 
(CRAs) indicate creditworthiness. Furthermore, a thor-
ough evaluation of the borrowers' creditworthiness is 
necessary to keep such debt from becoming defaulted 
upon or turning into non-performing assets (NPAs). 
CRAs can help with this by giving borrowers credit rates 
through their independent evaluation of creditworthi-
ness (Ali & Javid, 2015). Through the use of a specified 
mechanism and the credit rating model, CRAs assess 
borrowers' creditworthiness. In the finance sector, cre-
ating a model for credit rating is a complicated and vital 
task. Credit rating models are used to assess the credit-
worthiness of individuals, businesses, or financial in-
struments, and they significantly contribute to decision
-making for lenders, investors, and other financial insti-
tutions. 



 

existing credit rating methodologies adopted by various 
CRAs. Seminal Work on Credit Rating Models and 
Methodologies highlighted the historical development 
of the credit rating domain and suggested gaps in the 
existing system. Allen et al. (2006) suggested require-
ment of a supportive credit ratings model with an ob-
jective to provide solution to the companies that de-
faulted, despite having good credit ratings. Use of fi-
nancial data in creating a credit rating model is sup-
ported by Brocardo (2017). They suggested that credit-
worthiness can be accurately predicted if the credit 
rate is based on financial data because the financial 
data ensures the objectivity. Further, in subsequent 
years, various researchers have advocated the require-
ment of determining credit default based on advanced 
techniques and objective data. For this study, the credit 
rating models proposed post-2018 financial crises are 
considered. After any financial crisis, the expectations 
from credit rating agencies rise. On the other hand, 
credit rating agencies shall be held responsible for the 
crisis, which occurred due to debt market transactions 
or failure. 11 credit rating models were proposed in the 
literature post-2018 financial crisis across the globe. 
Table 1 represents detailed information and a critical 
analysis of these models. 

rating domain has been enriched in terms of many in-
novative methodologies to calculate credit rates.  

According to Abiyev (2014), Artificial Neural Net-
works (ANN) can create more sophisticated neural net-
works and increase model accuracy. Creditworthiness 
is frequently predicted using Support Vector Machines 
(SVM), yet these models may have monotonicity issues. 
A monotonicity-constrained model was created by 
Chen and Li (2014) to solve this issue and enhance the 
model's performance over conventional SVM. Develop-
ing a sound loan pricing system with the use of a credit 
rating model is one of the most crucial components of 
credit management (Zhang & Chi, 2018). Lenders utilize 
the rates allotted to various organizations as a means 
of defining the borrower's risk (Dror, 2022). CRAs only 
make a little contribution to structured financial prod-
ucts. Therefore, the dependency on CRAs to fetch cred-
ibility must be defined by lenders (Tanja et al., 2019). 
Most studies show that credit rates and the tendency 
to default are inversely proportional (Basil & Elgammal, 
2013). To determine creditworthiness, distance-to-
default (DD) and probability-of-default (PD) can be 
compared with total assets (Edmund et al., 2013). Fur-
ther, in subsequent years, researchers across the globe 
contributed to this domain and suggested the gaps in 

Table 1: Credit rating models proposed in post-2018 financial crisis literature  

Name of the Model Author(s) Country Details of Model 

Humen Area Textile and 
Garment Enterprises Model 

(Guanzhi et al., 
2018) 

China 
Limited to the textile industry and considers the PEST  
analysis of the textile industry only. This model is suitable 
only for textile companies in Humen, China. 

Customer Number Bell-
shaped Distribution Model 

(Zhang & Chi, 
2018) 

China 
Based on the weight assignment to the variables as per 
lenders, perception leaves scope for subjectivity. 

Linear Discriminant Model 
(Habachi 

&  Benbachir, 
2019) 

Morocco 
The model only suggested adding more variables to the 
existing system. The reliability of information is not         
addressed. 

Fuzzy Inference System         
Environment Model 

(Yazdi et al., 
2019) 

Iran 
Moody’s model is considered as a base and the opinion on 
variables considered by Moody’s model is selected. This 
model proposed a refinement of Moody’s methodology. 

Loss Given Default (LGD) 
Model 

(Baofenga et al., 
2019) 

China 
Calculates the loss to the banks due to default. Suitable to 
calculate the effectiveness of the existing model but with 
post default recognition. 

Hybrid Model (Li et al., 2019) China 
A robust model is not proposed, a combination of two 
separate models is proposed. One of the models failed to 
address a biased data concern. 

ELECTRE TRI- Model 
(Angilella 

& Mazzu, 2019) 
Italy 

The model is based on unrealistic assumptions. Models 
neglected the discordance phase of the borrower. 

CDS Model 
(Abid et al., 

2020) 
Tunisia 

The model is developed by assuming that the real-world 
probabilities are less than the risk-free environment. This 
assumption is unrealistic. Also, the model is limited to the 
Thomson Reuters StarMine rating process. 

Optimal Discriminant              
Ability Model 

(Zhanjiang 
& Guo, 2021) 

China 
Supports small enterprises by comparing the industry          
average. 



 

on Sales (Earning After Tax/Net Sales), Total Asset Turn-
over (Total assets/Net Sales) and Firm Size (log Total 
Assets). 

Earnings after tax (EAT) and the earnings per share 

(EPS) represent the share of the owners and play an 

important role in determining the financial health of an 
organization (Li et al., 2019). An organization having 

higher EAT tends to pay its debts properly and the 

probability of default is remote (Balikcioglu & Yilmaz, 

2019; Camanho et al., 2020). Distributing dividends by 
the organization represents paying the cost of debt and 

the same is done as a post-interest payment. A positive 

EPS represents the ability to pay debts (Czarnitzki 

& Kraft, 2004). Assets owned by an organization and 

the liabilities of an organization can be studied to show 
creditworthiness as assets and liabilities represent the 

capacity of an organization to earn economic benefits 

in the future. These assets can be studied in various 

forms such as fixed assets (Hung et al., 2013), leverage 
ratios which represent the relationship between total 

liability and total assets (Raghunathan & Varma, 1992), 

current ratio (McCue et al., 1990), total asset turnover 

which represents the value of assets per unit net sales  
(Bhattacharya & Sharma, 2019) and firm size which is 

the algorithm of total assets (Li et al., 2019). The 

amount of debt and equity represents the capital struc-

ture of the organization and the risk associated with 
shareholders as well as lenders (Gupta, 2021). Total 

equity (Darren, 2006) and debt (Lee, 1993) are crucial 

variables in determining the creditworthiness of an 

organization (Chen & Chang, 2020). Return on sales is 
a financial ratio representing the efficiency of an organ-

ization to generate profits from its investments and 

contributes significantly to creditworthiness (Camanho 

et al., 2020). The subjectivity of the variables consid-
ered in determining the creditworthiness of the bor-

rower is a persistent concern to lenders. The use of 

financial variables addresses the subjectivity constraint 

and results in reliable information. This subjective con-

cern lowers the accuracy of the credit rating model. 
Therefore, in this study, a credit rating model based on 

financial variables and derivatives of these financial 

variables such as financial ratios are considered. Fac-

tors identified in Table 3 can be used as input for deter-
mining default probabilities vis-à-vis the creditworthi-

ness of borrowers (Tahmoorespour et al., 2022).  

Recent literature revealed that the credit rating 
model addressing the constraints of subjectivity in the 
data used to develop it is rare. In this study, an attempt 
is made to develop a credit rating model using the fi-
nancial performance of the companies to address sub-
jectivity concerns. A study of existing credit rating mod-
els proposed in credit rating literature suggests the 
need for such a robust model based on advanced tech-
nologies and objective data. Credit markets' im-
portance in modern economic systems has expanded 
gradually, notably in the last two decades. Similarly, the 
necessity of accurate credit risk assessment in financial 
markets has grown over time, and hence the role and 
performance of CRAs - as the primary suppliers of cred-
it risk assessment - have been scrutinized more than 
ever before. After studying the literature, the following 
research gaps were identified:  
1. There is scope to address the concern of subjectivity 

in the data while using it to construct a credit rating 
model, 

2. A model based on purely objective inputs and tech-
niques like neural networks has not been proposed. 

The limitations of various models proposed in the 
literature enumerated in Table 1 were understood as 
the scope for the development of a model using ad-
vanced techniques such as neural networking and the 
financial variables as enumerated in Table 2.  

The findings of the study suggest that using neural 
networks (NN) the model is capable of predicting the 
creditworthiness of the borrowers with an accuracy of 
76.47%. We also used the data of Credit Suisse which 
was declared bankrupt and the model shows an 88% 
default probability for Credit Suisse for year 2021 and 
2022. The findings and models can be used by banks, 
financial institutions, and lenders to determine the cre-
ditworthiness of borrowers. This can be used by credit 
rating agencies before assigning ratings to the compa-
nies. 

 

identified various financial variables from the liter-
ature which can be considered for the model develop-
ment. These variables include Earnings after Tax, Earn-
ings per Share, Fixed Assets Total Equity, Amount of 
Debt, Leverage Ratio (Total Liability/Total Assets), Cur-
rent Ratio (Current Assets/Current Liabilities), Return 

Genetic Backpropagation 
Neural Network Model 

(Peng, 2021) China 
Supports the neural networking methodology. The major 
limitation is the subjectivity of the variables considered. 

A Machine Learning           
Approach 

(Wu et al., 
2021) 

Hong 
Kong 

Studied the supply chain information only. 

Source: Author's representation. 



 

prises was created using purposive sampling. Two pre-
determined criteria were used to identify companies: 
listing status and instrument size (Uzir et al., 2021).  

From 613 total companies identified as population, 
272 have defaulted, and 341 did not default. These 
companies were further filtered using two criteria: 
listing status (Chandera & Setia-Atmaja, 2020)and non-
zero instrument size (Uzir et al., 2021). Of 613 compa-
nies, 289 were listed on stock exchanges in India. 22 
such listed companies were not included in the final 
sample as the complete financial data required for this 
study was not available for these companies. All-in-all, 
a final sample of 267 companies was filtered out using 
purposive sampling as represented in Figure 2. 

The credit rating model developed in this study 
shall be used to predict the default probabilities of 
companies. This model is developed using data collect-
ed for the defaulted and non-defaulted companies rat-
ed by seven credit rating agencies in India from the 
year 2018. The following steps enumerate the flow of 
activities in developing this credit rating model. 

 

Companies that have both defaulted and not de-
faulted over the study period make up the sample for 
this research. Companies that are rated by Indian-
registered CRAs are taken into account when creating 
samples, and 613 of such companies were found. 
A sample of 90 defaulted and 177 non-defaulted enter-

Figure 2: Sample construction  

Source: Author’s creation. 

as per the human brain and involves interconnected 
neurons or nodes in a framework containing different 
layers to imitate the human brain (Giovanni & Michele, 
2021). 

 

Financial data collected from secondary sources 

including the website of the National Stock Exchange 

for companies were divided into two classes viz. de-

faulted and not defaulted during the period of study. 
The derivatives such as financial ratios were considered 

input variables in developing the said model to improve 

the performance of the model, instead of using merely 

financial figures. Data was tested for normality by cal-

culating skewness and kurtosis. 
 

Literature on the development of predictive mod-
els using neural networking suggests that one hidden 

layer is potentially adequate to meet the requirement 

Class imbalance is typically defined as having a ma-
jority of excellent credit samples and a minority of bad 
credit samples. The imbalance ratio (IR), which is the 
ratio between the majority and minority samples, is 
typically more than 1 in popular credit datasets. It is 
challenging for classification models to learn the char-
acteristics of minority classes due to a lack of minority 
class samples, and the prediction results are typically 
biased toward the majority classes (Brown & Mues, 
2012). For the present study the imbalance ratio is 
1.96. 

 

Microsoft Excel was used to arrive at a sample of 
this study by filtering the data of companies retrieved 
from various CRAs. The financial data of these compa-
nies was collected and recorded in Microsoft Excel. 
Analysis of the data collected was done using SPSS (IBM 
SPSS Statistics 28.0.0.0) and R Studio. The basic tech-
nique used in this study was neural networking which is 
a data analysis tool. Neural networking is based on arti-
ficial intelligence and trains computers to analyze data 
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The default probabilities are to be ascertained us-
ing the suggested model. Financial data and other fi-
nancial ratios make up the input data in this case. The 
probability of default is known for both the defaulted 
and non-defaulted companies in the data set; that is, 
100% or 1 for the defaulted companies and 0% or 0 for 
the non-defaulted companies. The actual probabilities 
of default have been entered into the proposed model 
as expected output in order to train it. The model is 
supplied with financial data and default probabilities in 
order to produce the desired result. The same ranges 
from 0 to 1 since the output expected is the likelihood 
of default. The model is trained on the expected output 
as the actual probability of default (0 - 1). Therefore, 
the output layer is expected to be the imitation of the 
provided datasets. Hence, the output layer is selected 
to generate the probabilities between zero and one. 
Mathematically it can be expressed as: 

(2) 

The above expression suggests that the output 
expected will be between zero and one or 0% and 
100%. Figure 3 represents a typical structure of neural 
networks (Yan et al., 2020).  

even in the mapping of any complex function (Peng, 
2021; Youjun & Liu, 2010; Du, 2018). Therefore, in this 
study, a single hidden layer was considered to con-
struct a neural network model to determine the proba-
bilities of credit default. 

The number of neurons to be used in the proposed 
model was decided as per the technique suggested by 
(Sheela & Deepa, 2013) based on the number of input 
neurons (n).  

In the present study, the input neurons (n) are 10. 

Number of neurons in the hidden layer:  

(1) 

Using this equation (1), the number of neurons in the 
hidden layer is:  

 

Using an equation suggested in the literature by 
(Sheela & Deepa, 2013), the number of neurons in the 
hidden layer is determined as 4. 
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Figure 3: Typical Neural Networking Model  

Source: IEEE Access. 

one hidden layer is considered and the output default 
probabilities range from zero to one. 

In the above neural networking model, the first 
layer is the input layer, the middle layer is the hidden 
layer and the last layer is the output layer. In this study, 

Error back propagation 

Output 
Layer 

Hidden 
Layer 

Input 
Layer 

Input 1 

Input 2 

Input 3 

Input 4 

Input 5 



 

were calculated and used along with original financial 
figures as input. These variables and the ratios were 
provided as input to the model using R Studio as repre-
sented in Figure 4. 

Secondary data was collected from the online por-
tals of respective companies and the National Stock 
Exchange, India.  The ratios based on this financial data 

Figure 4: Data Frame with Default Rows 

Source: Output of R Studio. 

that is being studied, and the output is produced in the 
form of a credit rating model based on these weights.  

(3) 

In this model, the input variables are 10 and can be 
represented as: 

(4) 

The hidden layer of the proposed model contains 
four nodes and it can be represented as: 

(5) 

Using equations (3) to (5), the output layer can be 
expressed as: 

(6) 

The model developed in this study considered pa-
rameters provided as input and correlated them with 
default probabilities provided as expected output (O). 
Such iterations were repeated to assign weights to 
different parameters. These weights were improved 
recurrently to achieve the pre-provided result. Figure 
8 represents the NN model with these iterations and 
the digit on each arrow specifies the weights assigned 
to the corresponding variable (Souza et al., 2018).  

 

In this study, the default probabilities were calcu-

lated and the methodology suggested by (Peng, 2021) 

and (Huang et al., 2018) to categorize the company as 
default-prone was chosen. The median was taken as a 

base for such categorization and hence the threshold of 

50% was selected to categorize a company as defaulted 

or non-defaulted. For instance, a company having 
a probability of default of more than 50% was catego-

EAT, EPS, FA, Debt, LR, CR, RoS, AT, and FS are the 
input variables and Default is the output provided to 
the neural-net package as default probability.  

 

The sample used for this study comprised 267 com-
panies, of which 90 companies had defaulted during 
the study period and 177 companies had not defaulted. 
The entire sample was divided into two parts, viz. train 
data and test data. Normally, while dividing the data 
into such sets, the larger portion should be used for 
training the model and the smaller for testing the 
same. Therefore, in this study, the train data consists of 
70% of the sample, and the test data consists of the 
remaining 30% of the sample (Sanusi et al., 2020). 
However, the model considered 182 and 85 observa-
tions as train and test data respectively. 

 

The reasonableness of weights assigned to financial 
indicators is a key basis of the credit rating model's 
reliability. An untrustworthy model may result in inap-
propriate decisions regarding creditworthiness, loan 
approvals, and other pertinent issues. In reliable sys-
tems, weights can be combined in a variety of ways, 
and determining reasonable weights for a single varia-
ble should be practiced. In this study, a credit rating 
model that accurately determines the default probabili-
ties by assigning optimal weights to each financial vari-
able is developed. Assigning such a weight is an ongo-
ing procedure that ends when the intended outcome is 
achieved. The neural network model is predicated on 
the linear relationship between all the variables and 
starts with zero weights for each variable. After that, 
the weights are modified and altered several times 
until the intended output probability is attained. This 
procedure is repeated by the model for every company 

1 2 3{ , , ,...}W W W W=

{ 1, 2, 3,...}X X X X=

{ 1, 2, 3, 4}Y Y Y Y Y=

0 [( 1 1 2 2 ...) 1] [( 1 1 2 2

...) 2] [( 1 1 2 2 ...) 3] [ 1 1

2 2 ...) 3] [ 1 1 2 2 ...) 4]

W X W X Y W X W X

Y W X W X Y W X

W X Y W X W X Y

= + + + +

+ + + + +

+ + + + +



 

that if the default probability is less than 0.5, the com-
pany is categorized as non-default and vice versa. Re-
sults for the first 10 companies in both training and test 
data sets are shown in Figure 5. 

rized as a defaulted company. It was observed during 
the study that ratings assigned above the median 
rating, i.e., BB, have significant differences and the 
least probability of default. The neural network model 
developed in this study was trained on the similar logic 

Figure 5: Default Probabilities 

Source: Author’s Representation with R Studio. 

A confusion matrix can be used to calculate the 
accuracy of programmed classifications (Hu & Davis, 
2006) and recommends the pattern in which the model 
understands the provided data (Zeng, 2020; Totsch 
& Hoffmann, 2021).  

 

Using train data of 182 companies, a confusion matrix 
was generated as per the code developed. Figure 
7 represents this confusion matrix.  

The accuracy of the model was calculated first for 
train data and then for test data. The model was 
trained using test data and then the same algorithm 
was applied to test data. To calculate the accuracy of 
the model trained and tested, a confusion matrix was 
used (Hu & Davis, 2006). 

Figure 6: The Neural Network Model 

Source: Author’s Representation with R Studio. 



 

The model developed using R Studio (Metin 
& Tepe, 2021) can predict creditworthiness with 
85.16% accuracy.  

 

The model further used test data of  85 remaining 
companies and produced the following confusion ma-
trix as in Figure 8. 

The accuracy of the model can be estimated using 
the formula given below (Totsch & Hoffmann, 2021; 
Brownlee, 2013):  

 

Accuracy = 85.16% 

Figure 7: Confusion Matrix for Train Data 
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Figure 8: Confusion Matrix for Test Data  
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Source: Author's representation. 

portant role in maintaining a healthy debt market in 
a country. Debt default leads to financial distress and 
affects the entire economy. Granting loans to credible 
borrowers prevents debt default and subsequent finan-
cial crisis. Credit rating agencies in India adopted the 
traditional methods of evaluation. CRAs use Monte 
Carlo simulation, CRAMEL model, ratio analysis, and 
weighted average techniques to analyze the data of the 
company and based on this analysis a credit rate is as-
signed. In the modern era of technological advance-
ments, CRAs should use the advanced techniques of 
artificial intelligence and machine learning. In this 
study, neural networking, an advanced technique of 
machine learning, is used to develop a credit-rating 
model. 

The accuracy of the model is determined based on 
default probabilities generated. The accuracy is calcu-
lated using a confusion matrix and it was observed that 
this model has an accuracy of 85.16% and 76.47% on 
train and test data respectively. In this study, a model 
to predict the default probabilities was developed using 
neural networking. By assigning and re-adjusting the 
weights to the 10 input variables, a relationship be-
tween input variables as financial data and output as 
default status was established using neural networking. 
To construct a model, the data was divided into two 
sets, viz. test data (70%) and train data (30%).  

Accuracy = 76.47%  

The model developed using R Studio (Metin 
& Tepe, 2021) can predict creditworthiness with 
76.47% accuracy. 

According to this study, if a company's chance of 

default is less than 50%, the model is taught to classify 

it as non-default and vice versa. See Figure 7 for an 

example of how Company 1 and Company 8 will be 

classified as default in the test and train data, respec-

tively. When significant experimental data is available 

and used to establish certain predictive correlations, 

this model performs best (Sridhar, 2008).  
 

The model was tested using the case of Credit 

Suisse for its financial data for the years 2021 and 

2022. The model predicted a high probability of default 

i.e., 88% for Credit Suisse for both years. This suggests 

that financial distress recorded due to default on debts 

by companies can be identified and prevented by tak-

ing appropriate measures using the proposed model.  
 

The stakeholders of credit rating such as credit 
rating agencies, regulators, and lenders play a very im-



 

posed in this study will benefit lending organizations, 
regulators, and borrowers to access creditworthiness 
and contribute to developing a sound debt market 
where the probability of default is inconsequential.  
 

This study substantially contributes to the existing 
body of literature by its results which are very novel 
and new in the Indian context. In India, no credit rating 
model has been proposed after the financial crisis of 
2018. This study enriched the existing body of litera-
ture with an additional credit rating model based on 
the advanced technique of machine learning. The accu-
racy of credit rating will increase if this model is adopt-
ed by the lenders to either verify the rates assigned by 
CRAs or to assign credit rates by themselves. As far as 
the usefulness of the proposed credit rating model is 
concerned, it will not be an exaggeration if we state 
that the lenders can adopt this model to rate their debt 
borrowers for creditworthiness because the accuracy 
of this model is high and the input variables are subjec-
tive. Existing credit rating models are based on tradi-
tional techniques. A genetic backpropagation model 
understands the behavior of provided inputs and re-
lates it to the output. The system repeats this process 
for each set of inputs and trains the model to behave 
by the values provided. The credit rating model pro-
posed in this study is trained using 182 observations 
and the accuracy obtained is 85.16%. All in all, the 
model proposed in this study shall contribute towards 
the development of the internal credit rating mecha-
nism by lenders, shall be used by borrowers to assess 
their creditworthiness, and shall be used by policymak-
ers to compare the performance of existing credit 
rating models with it to improve the credit rating sys-
tem further.  

 

The study has been carried out with literature sup-
port and uses advanced techniques such as machine 
learning. However, there are certain limitations within 
which this study is performed. First, the qualitative var-
iables are out of the scope of this study and the critical 
analysis carried out in this study is limited to all seven 
CRAs of India. Availability of the period at disposal is 
one of the important limitations of this study as the 
present study considers the financial events post-2018. 
Sampling techniques used in this study such as purpos-
ive sampling and census sampling have their limitations 
as in purposive sampling a sample is derived as per 
requirement of the study. 

The proposed critical analysis of credit rating agen-
cies provides insight into gaps in the existing methodol-
ogies. The present research study attempts to develop 

Train data was used to train the model for the be-
havior of financial variables and ratios calculated based 
on the financial data collected from the websites of 
different CRAs, companies, NSE, and BSE. The model 
developed in this study generated the default probabil-
ities after studying the test data set. In this study, 
a threshold of 50% (Peng, 2021) was selected to cate-
gorize the company as in default. Based on all the de-
fault probabilities obtained for the train data, the accu-
racy of the model was estimated using a confusion ma-
trix. The model was tested using test data and the ac-
curacy was calculated. It was evident that the model so 
developed has an accuracy of 85.16% and 76.47% on 
train and test data respectively. 

The focal point of the present study is the applica-
tions of credit rating in debt processing to minimize 
debt default. Various stakeholders in the process of 
debt approval include lenders, credit rating agencies, 
borrowers, and regulators. The present study will help 
all these stakeholders in deciding an optimal proposal 
to avoid debt default by ensuring the creditworthiness 
of borrowers. Managers of the lender banks will bene-
fit from the proposed credit rating model and the anal-
ysis of credit rating agencies. Managers of the lending 
banks can scrutinize the financial variables and predict 
the creditworthiness using this model. Selection of 
credit rating agencies can also be done using the find-
ings of this study. Managers of credit rating agencies or 
credit managers will benefit from the model proposed 
in this research by having an alternate tool to evaluate 
the creditworthiness of issuer companies based on 
financial data which is purely objective. This will em-
power credit managers with an impartial source of in-
formation in the form of audited financial statements.  

Borrowers can use this model for self-appraisal 
concerning creditworthiness. By providing the financial 
input to the model, the borrower can calculate their 
default probability or tentative rate with the help of 
the proposed model. Borrowers can also use the analy-
sis of credit rating agencies given in this study to select 
the credit rating agency for getting themselves rated. 
Regulators play the role of ombudsmen in the domain 
of credit rating. They can use the findings and the 
methodology proposed to develop the credit rating 
model in this study to strengthen the existing credit 
rating models. Regulators can encourage the use of 
advanced techniques and limit the use of objective in-
formation in the determination of credit rates 

According to Murphy (2008) and Adegbite (2018), 
controlling mechanisms developed within the company 
can be a primary solution to recovering from a default 
crisis. The present study proposed a credit rating model 
by considering the critics of existing credit rating mod-
els and addressed the limitations of the existing credit 
rating system. Analysis of CRAs and the CR model pro-



 

parison of Indian and foreign credit rating agencies can 
be undertaken to enrich the findings of this study. In 
the future, the researchers can increase the timeframe 
to collect the financial data of different companies. The 
proposed model is constructed by considering the four 
neurons in the hidden layer and 10 input variables. This 
study can be extended by adding more input variables 
and trying different numbers of neurons.  

a credit rating model by addressing the constraint of 
subjectivity in the data by considering financial varia-
bles. Researchers can extend the development and use 
of the model by considering the qualitative factors after 
rigorous checking for the existence of subjectivity in the 
data to remove it. This model is developed using the 
data of companies rated by seven credit rating agencies 
exclusively within India. Researchers further can add 
international credit rating agencies to the list. A com-
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